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Hamiltonian of a system in quantum field theory can give rise to infinitely many
partition functions which correspond to infinitely many inequivalent representations
of the canonical commutator or anticommutator rings of field operators. This implies
that the system can theoretically exist in infinitely many Gibbs states. The system
resides in the Gibbs state which corresponds to its minimal Helmholtz free energy at a
given range of the thermodynamic variables. Individual inequivalent representations are
associated with different thermodynamic phases of the system. The BCS Hamiltonian
of superconductivity is chosen to be an explicit example for the demonstration of the
important role of inequivalent representations in practical applications. Its analysis from
the inequivalent representations’ point of view has led to a recognition of a novel type
of the superconducting phase transition.
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1. INTRODUCTION

In quantum field theories based on operator formalism, the creation and
annihilation field operators a

†
�k,σ

and a�k,σ are the fundamental objects creating
and annihilating resp. particles in quantum states denoted by quantum numbers
(�k, σ ), as for example, by the momentum �k and the spin projection σ . In any
quantum field theory the number of the operator (a�k,σ , a

†
�k,σ

) pairs is infinite. These
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operators satisfy the canonical commutation or anticommutation relations

{a�k,σ , a
†
�k′,σ ′ } = δ�k,�k′δσ,σ ′ , {a�k′,σ ′ , a�k,σ } = {a†

�k′,σ ′ , a
†
�k,σ

} = 0. (1.1)

The operators a�k,σ , a
†
�k,σ

act on state vectors ψ which span a Hilbert space H. In
order to achieve a unique specification of the commutator or anticommutator ring
of the operators (1.1), in addition to (1.1) one requires the existence of a vacuum
state φ0 in the Hilbert space H for which

a�k,σ φ0 = 0 (1.2)

for all (�k, σ ). In this case, the Hilbert space H is a space for a representation of
the commutator or anticommutator ring (1.1) with the auxiliary condition (1.2).

As long as the number of the operators a�k,σ , a
†
�k,σ

entering the algebraic struc-
ture (1.1) and (1.2) is finite, there exists only one inequivalent representation for the
algebraic relations (1.1) and (1.2). However, in quantum field theories describing
systems with an infinite number of degrees of freedom, the algebraic structure (1.1)
has infinitely many inequivalent representations (Haag, 1955). Intuitively speak-
ing, one can say that there exist infinitely many different and inequivalent matrix
realizations of the operators a�k,σ and a

†
�k,σ

satisfying the same algebraic structure
as (1.1) and (1.2). The situation reminds us very distantly of a Lie algebra of a
non-compact group which has infinitely many unitary irreducible representations
for its generators realized in forms of infinitely dimensional matrices. In contrast
to the aforementioned Lie algebra with a finite number of its generators, the canon-
ical ring (1.1) involves infinite number of the elements a�k,σ and a

†
�k,σ

which can be
realized by infinitely many different and inequivalent representations in forms of
infinitely dimensional matrices.

The operators a�k,σ and a
†
�k,σ

entering the ring (1.1) are assumed to form a
complete set of operators which means that every operator in a quantum field theory
can be built up out of them. Thus a grand canonical Hamiltonian H governing the
dynamics of a given physical system is expressed as a given function of a�k,σ and

a
†
�k,σ

, i.e.,

H = H (a†, a). (1.3)

The grand canonical partition function Z is expressed as the density matrix trace

Z = Tre−βH (1.4)

where β = 1/T is the inverse temperature. All thermodynamic properties of the
system are determined by the grand canonical potential

� = −kBT ln Z. (1.5)
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The statistical average values corresponding to physical observables associated
with operators A(a†, a) are determined by the relations

〈A〉 = 1

Z
Tr{A(a†, a)e−βH }. (1.6)

The grand canonical potential (1.5) and statistical average values (1.6) specify the
so-called Gibbs state of the system governed by the given Hamiltonian (1.3).

Since the commutator or anticommutator ring (1.1) admits infinitely many
inequivalent representations for the operators a�k,σ and a

†
�k,σ

, it implies that one
has to associate the corresponding inequivalent representations to the Hamilto-
nian H, partition function Z and grand canonical potential �. Again, intuitively
speaking, one can say that the matrix form of the Hamiltonian (1.3) is distinct
for each inequivalent representation of the ring (1.1). This implies that the parti-
tion function (1.4), grand canonical potential (1.5) and statistical average values
of physical observables (1.6) are distinct for each inequivalent representation of
(1.1). In other words, the same Hamiltonian H gives rise to different results for
Z,� and 〈A〉 corresponding to chosen inequivalent representations of the canon-
ical ring (1.1). It implies that in each quantum field theory a given Hamiltonian
can give rise to infinitely many Gibbs states. This theoretical conclusion seems to
be in a conflict with the experience because every physical system resides always
in a single Gibbs state for given values of thermodynamic variables, like temper-
ature T, volume V and particle number N. The single Gibbs state corresponds
to a single inequivalent representation of the commutator or anticommutator
ring (1.1).

The answer how one should select an appropriate single inequivalent rep-
resentation for a system at given values T , V and N out of infinitively many
representations is uniquely given by the second law of thermodynamics. The sec-
ond law of thermodynamics requires, e.g., the Helmholtz free energy F (T , V,N )
at given values of the thermodynamic variables T , V and N to be minimal with
respect to any free parameters entering F (T , V,N). Theoretically, it means that
one should evaluate the Helmholtz free energies F (T , V,N ) for all inequivalent
representations of (1.1) and select that single one which corresponds to their infi-
mum at the given range of the thermodynamic variables T , V and N . A concrete
example will demonstrate how it is done in practice.

For detailed understanding of inequivalent representations of the commutator
or anticommutator ring (1.1) of field operators’ role in practical applications we
will study them from three different aspects. First, we will explicitly construct a
certain class of inequivalent representations of the anticommutator ring (1.1) of
field operators. Second, we will show how one, in practical calculations, tacitly
selects a single inequivalent representation by choosing an appropriate perturba-
tion theory. At third, theoretical implications of inequivalent representations of
electron field operator’ anticommutator ring will be explicitly demonstrated on
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the BCS model Hamiltonian of superconductivity (Bardeen et al., 1957). More
specifically, a new class of inequivalent representations of (1.1), which has not
been known till now and leads to a new unexpected superconducting state, will be
constructed.

2. INEQUIVALENT REPRESENTATIONS

For the purpose of practical applications to the BCS model Hamiltonian
(Bardeen et al., 1957) and for the sake of simplicity, we consider a complete set
of annihilation and creation operators ak,σ and a

†
k,σ of the fermion type. Let the

index k run over integer numbers over the interval k ∈ 〈−N
2 , N

2 〉 and σ denotes
spin 1/2 projection of a fermion, i.e., σ =↓,↑= +,−. In order to have a quantum
field theory, we take the limit N → ∞. The field operators ak,σ and a

†
k,σ a satisfy

the anticommutator ring

{ak,σ , a
†
k′,σ ′ } = δk,k′δσ,σ ′ , {ak′,σ ′ , ak,σ } = {a†

k′,σ ′ , a
†
k,σ } = 0. (2.1)

with the subsidiary condition

ak,σ φ0 = 0 (2.2)

on the vacuum state φ0 for all (k, σ ). The representation space for the anticommu-
tator ring (2.1) with the subsidiary condition (2.2) can be chosen to be the Hilbert
space H spanned by the basis vectors ψ{nk,σ } defined by the formula

ψ{nk,σ } = lim
N→∞

∏

k,σ

(a†
k,σ )nk,σ φ0, (2.3)

where nk,σ = 0, 1 are the occupation numbers of fermions in states (k, σ ), and
{nk,σ } denotes an infinite number array of items 0 and 1. Each such infinite array
specifies one of the basis vectors of the Hilbert space H.

Next we construct a class of inequivalent representations of the anticommu-
tator ring (2.1) by adopting the same approach as outlined in Haag’s work (1955),
however, for boson operators. We start from the operators ak,σ and a

†
k,σ obeying

(2.1) and introduce the “unitary” transformations

ck,σ = eiQak,σ e−iQ,

c
†
k,σ = eiQa

†
k,σ e−iQ,

(2.4)

where Q is the Hermitian “operator”

Q = lim
N→∞

N/2∑

k=−N/2

αkTk, Tk = i(a†
k,+a

†
−k,− − a−k,−ak,+) (2.5)
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and αk are arbitrary real parameters. The anticommutation relations for the trans-
formed operators ck,σ and c

†
k,σ are, of course, the same as given by (2.1). The

operator eiQ can be expressed as the following infinite product

eiQ = lim
N→∞

N/2∏

k=−N/2

[
1 + iTk sin αk + T 2

k (cos αk − 1)
]

(2.6)

where

T 2
k = 2a

†
k,+ak,+a

†
−k,−a−k,− − a

†
k,+ak,+ − a

†
−k,−a−k,− + 1. (2.7)

The transformations (2.4), if evaluated through (2.4), are similar to the well-known
Bogoliubov-Valatin transformations (Bogoliubov, 1958; Valatin, 1958)

ck,+ = ukak,+ + vka
†
−k,−, c

†
k,+ = uka

†
k,+ + vka−k,−

(2.8)
ck,− = ukak,− − vka

†
−k,+, c

†
k,− = uka

†
k,− − vka−k,+,

where

uk = cos αk

(2.9)
vk = sin αk.

In the limit N → ∞, the operator eiQ given by (2.4) is not a proper operator
but transforms every vector ψ of the Hilbert space H into one ψ ′ = eiQψ of a
Hilbert space H′ with unexpected properties explained as follows. Let us denote
by ϕ{nk} any basis vector of H given by the formula

ϕ{nk} = lim
N→∞

N/2∏

k=−N/2

(a†
k,+a

†
−k,−)nkφ0 (2.10)

where nk = nk,+ = n−k,− = 0, 1. All the basis vectors ϕ{nk} form a subspace of H.
The transformation eiQ transforms every basis vector ϕ{nk} into one ϕ′

{n′
k} = eiQϕ{nk}

of H′, given by the formula

ϕ′
{n′

k} = lim
N→∞

N/2∏

k=−N/2

{[δnk,1 − (a†
k,+a

†
−k,−)nk+1] sin αk + (a†

k,+a
†
−k,−)nk cos αk}φ0.

(2.11)
The result is that the scalar product (ψ, eiQϕ{nk}) for every basis vector ψ of H
given by (2.3) is either identically equal to zero or equal to the infinite product

(
ψ{n′

k′ }, e
iQϕ{nk}

) = lim
N→∞

N/2∏

k′,k=−N/2

(Sk,k′ sin αk + Ck,k′ cos αk), (2.12)
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where

Sk,k′ = δ0,n′
k′ δ1,nk

− δ0,nk
δ1,n′

k′ δk,k′
(2.13)

Ck,k′ = δnk,n
′
k′ δk,k′ .

However, the infinite product (2.12) diverges to zero in the limit N → ∞. This
is so because by noting the properties of the coefficients Sk,k′ and Ck,k′ , given by
(2.13) we see that the scalar product (2.12) reduces to the infinite product of the
following type

(
ψ{n′

k′ }, e
iQϕ{nk}

) = lim
N→∞

N/2∏

k′,k=−N/2

sin α′
k cos αk = 0, (2.14)

The last relation implies that the Hilbert space H′ spanned by the transformed
state vectors ψ ′ = eiQψ contains a subspace of the state vectors ϕ′

{nk} which are
orthogonal to every vector ψ ofH. We make the same conclusion as in Haag’s work
(1955): ck,σ and c

†
k,σ given by (2.4) are operators satisfying the same canonical

ring as (2.1), i.e.,

{ck,σ , c
†
k,σ ′ } = δk,k′δσ,σ ′ , {ck′,σ ′ , ck,σ } = {c†k′,σ ′ , c

†
k,σ } = 0 (2.15)

but there is no proper unitary transformation connecting these two operator sys-
tems. The operators (ak,σ , a

†
k,σ ) and the operators (ck,σ , c

†
k,σ ) act in two different

Hilbert spaces H and H′ respectively. In Haag’s terminology, they belong to in-
equivalent representations of the same anti-commutator ring (2.1) or (2.15) of the
field operators. It is a simple matter to show that among all transformed vectors
ψ ′ = eiQψ there is no one such as φ′

0, φ
′
0 ∈ H, for which

ck,σ φ′
0 = 0 (2.16)

for all (k, σ ).
Each inequivalent representation of the anticommutator ring (2.15) is speci-

fied by a chosen infinite set of parameters αk entering the transformations (2.4)–
(2.9). Thus, the number of the inequivalent representations of (2.15) is indeed
infinite. In contradistinction to inequivalent representations of Lie algebras, where
the representations are specified by a finite number of Casimir operator eigenval-
ues, the inequivalent representations of the anticommutator ring (2.15) of the field
operators ck,σ and c

†
k,σ are specified by infinite set of parameters.

Our analysis of inequivalent representations of the anticommutator ring of the
field operators (2.1), as presented above, can be generalized in a straightforward
way to any set of quantum numbers (k, σ ) and to many other classes of inequivalent
representations both for fermions and bosons.
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Next we consider a Hamiltonian H governing a physical system with an
infinite number of degrees of freedom as a given function of the operators ak,σ

and a
†
k,σ , i.e.,

H = H (a†, a). (2.17)

The field operators ak,σ and a
†
k,σ and the corresponding Hamiltonian (2.17) act in

the representation space which is the Hilbert space H spanned by the basis vectors
given by (2.3). In this representation we have the corresponding partition function

Z = Tre−βH (2.18)

and statistical average values 〈A〉 of physical observables associated with operators
A(a†, a) given by the relations

〈A〉 = 1

Z
Tr{A(a†, a)e−βH }. (2.19)

For each inequivalent representation of the anticommutator ring (2.15) we can
construct the transformed Hamiltonian

H̃ (c†, c) = eiQH (a†, a)eiQ (2.20)

in its normal form by employing the canonical anticommutator relations (2.15).
The corresponding partition function

Z̃ = Tre−βH̃ (c†,c) (2.21)

can be different from that given by (2.18) because the operators H (a†, a) and
H̃ (c†, c) act in two different Hilbert spaces H and H′ respectively. By the same
way, the statistical average value 〈A〉 corresponding to a physical observable

〈A〉 = 1

Z̃
Tr {A(c†, c)e−βH̃ } (2.22)

can be different from that given by (2.19). These conclusions may seem to be
paradoxes residing in facts as if physical observables were dependent on our
will how we select a single inequivalent representation for the anticommutator
ring of the field operators (2.15). There is, in fact, no freedom in selecting an
appropriate inequivalent representation of (2.15). As we have mentioned in the
introduction, the second law of thermodynamics dictates uniquely which inequiv-
alent representation is relevant for describing the physical system at given values
of thermodynamic variables.

One may even incorrectly believe that the conclusion concerning the different
results for the same physical quantities given by the relations (2.18) and (2.21) or by
the relations (2.19) and (2.22) are wrong. Such an incorrect belief is supported by
the formal appearance of the transformation (2.20) which seems to be a similarity
transformation. The unpermited application of the cyclic properties for the trace of
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infinitely dimensional matrices product would lead to incorrect conclusions that
the results of the relations (2.18), (2.20) or (2.19), (2.21) are identical.

We conclude this section by stating that in quantum field theory a given
Hamiltonian H of a system leads to distinct results for the partition function Z
and for the statistical average values of physical observables 〈A〉 depending on a
selected inequivalent representation of the anticommutator ring of field operators.
These conclusions will be explicitly demonstrated on the BCS model Hamiltonian
of superconductivity.

3. ONE METHOD FOR THE SELECTION OF INDIVIDUAL
INEQUIVALENT REPRESENTATIONS

In this section we elucidate how one tacitly selects a single inequivalent
representation out of infinitely many representations of the commutator or an-
ticommutator ring (1.1) of field operators in a practical application of quantum
field theory. In quantum field theories with interactions between fields there is
not known even one physical example with an exact solution. In all practical
applications one divides Hamiltonian H of a system into the sum

H = H0(a†, a) + HI (a†, a) (3.1)

where H0 is called the unperturbed Hamiltonian and the remaining term HI is
called the perturbative part. The unperturbed Hamiltonian H0 is chosen in a way
to be exactly diagonalized and by this fact its effects are treated exactly. Its
eigenvalues ψµ, where µ denotes an array with an infinite number of items form
a complete basis of a Hilbert space H. The Hilbert space H is the representation
space for a single inequivalent representation of the commutator or anticommutator
ring (2.1) of the field operators ak,σ and a

†
k,σ entering the Hamiltonian (3.1). The

unperturbed partition function

Z0 = Tre−βH0(a†,a) (3.2)

can be exactly evaluated and is typical for the chosen inequivalent representation.
The total partition function Z is expressed by the perturbation series

Z = Tre−βH = Z0

〈
T exp

{
−

∫ β

0
dτV (τ )

}〉

0

= Z0

∞∑

ν=1

(−1)ν

ν!

〈
T

(∫ β

0
dτV (τ )

)ν
〉

0

(3.3)

where the symbol T stands for the time-ordered product,

V (τ ) = eτH0HIe
−τH0 (3.4)
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and
〈
T

(∫ β

0
dτ V (τ )

)ν
〉

0

(3.5)

denotes the statistical average value of the operator inside the brackets 〈. . .〉0 with
respect to the unperturbed Hamiltonian H0. It is needless to say that the statistical
average values (3.5) are evaluated in the chosen inequivalent representation.

However, the splitting of the total Hamiltonian as given by (3.1) is not unique.
One can equally well divide the same Hamiltonian as

H = H ′
0(a†, a) + H ′

I (a†, a) (3.6)

where the new unperturbed Hamiltonian H ′
0 is by definition different from H0 and

is not related to H0 by any proper unitary transformation. The new unperturbed
Hamiltonian H ′

0 is assumed to be diagonalized by such transformations of the field
operators ak,σ and a

†
k,σ like (2.4) in order to achieve its diagonal form

H ′
0(c†, c) = eiQH ′

0(a†, a)e−iQ. (3.7)

The requirement to have H ′
0(c†, c) in its diagonal form puts certain constraints

on the transformation parameters αk entering the transformations (2.4)–(2.9). In
other words, all transformation parameter αk values are determined by a finite set
of physical parameters present in the chosen unperturbed Hamiltonian H ′

0(a†, a).
Since the infinite set of parameters αk specifies a single inequivalent representation
of the commutator or anticommutator ring of the field operators (2.15), with
new chosen unperturbed Hamiltonian H ′

0 one again tacitly selects another single
inequivalent representation. The eigenvalues ψ ′

µ of H̃0 form again a complete
basis of a new Hilbert space H′ for the new selected inequivalent representation.

In this inequivalent representation one gets the unperturbed partition function

Z̃0 = Tre−βH̃0(c†,c) (3.8)

which is, of course, different from (3.2) by the definitions (3.1) and (3.6). The
corresponding total partition function

Z̃ = Tre−βH̃ (c†,c) = Z̃0

∞∑

ν=0

(−1)ν

ν!

〈
T

(∫ β

0
dτ Ṽ (τ )

)ν
〉

0

(3.9)

is also distinct from that given by (3.3) because the same Hamiltonian H has two
different, so to speak, “matrix” realizations (3.1) and (3.3) corresponding to two
different inequivalent representations of the anticommutator ring of field operators
(2.1) or (2.15).

By the same approach as outlined above, one can continue to study a series of
inequivalent representations associated with a given Hamiltonian H. By selecting
a series H0 = H01,H02,H03, . . . of unperturbed Hamiltonians H01,H02,H03, . . .
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one can explore physical properties of the corresponding series of different Gibbs
states associated with the same Hamiltonian H.

The aforementioned methods will be explicitly demonstrated for the inves-
tigation of physical properties of several distinct Gibbs states associated with the
BCS model Hamiltonian in theory of superconductivity (Bardeen et al., 1957).
The BCS Hamiltonian has been deliberately chosen from three different reasons.

At first, the BCS Hamiltonian is generally very well-known, extraordinary
simple and despite of its simplicity it has been very successful in explaining
properties of a large class of the so-called low temperature superconductors (LTS)
on terms of only two phenomenological material parameters. On the other hand,
properties of high temperature superconductors (HTS) having anisotropic layered
structures are claimed to be unexplainable on the basis of the BCS theory.

At second, the BCS theory as a theory with a nontrivial interactions between
electrons has provided us with two different solutions for the Gibbs states which
are asymptotically exact in the thermodynamic limit.

At third, the BCS theory has been studied from various aspects for many
years. That is why there is a generally spread belief that its consequences are
completely exhausted and therefore there are no motivations for its further explo-
ration. However, its consequences has not been studied from the point of view of
inequivalent representations of the anticommutator ring of electron field operators
(2.1) or (2.15) yet. Since the ring has infinitely many inequivalent representations
the BCS Hamiltonian should have infinitely many Gibbs states. It is, therefore,
worthwhile to undertake the task to find at least one new Gibbs state associated
with the BCS Hamiltonian.

4. THE APPLICATIONS ON THE BCS THEORY
OF SUPERCONDUCTIVITY

The BCS theory is based on the following well-known grand canonical
Hamiltonian

H =
∑

�k,σ

ξ�ka
†
�k,σ

a�k,σ − g

V

∑

�k,�k′

a
†
�k,+a

†
−�k,−a−�k′,−a�k′,+�( hωD − |ξ�k|)�( hωD − |ξ�k′ |)

≡ K + HI , (4.1)

where ξ�k = h2

2m
�k2 − µ is the kinetic energy of an electron (in the state specified

by the wave vector �k) counted from the chemical potential µ which can be ap-
proximated by the Fermi energy εF , i.e., µ

.= εF The index σ = ± denotes the
spin 1/2 projection of an electron, the symbols a�k,σ and a

†
�k,σ

are annihilation and

creation operators of electrons in the states (�k, σ ) resp. Finally, g is the squared
electron-phonon coupling constant, ωD is the Debye frequency, V is the vol-
ume of the system. K denotes the electron kinetic energy operator and HI is the
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interaction term. The sum over �k and �k′ in HI is restricted by the conditions
|ξ�k| < hωD, |ξ �k′ | < hωD , as indicated by the appropriate step functions �(x) in
the relation (4.1).

All thermodynamic properties of the system governed by the Hamiltonian
(4.1) are determined by the grand canonical partition function

Z = Tre−βH. (4.2)

The grand canonical potential

� = −kBT ln Z (4.3)

specifies the Gibbs state of the system and provides us with complete information
on thermodynamic properties of the system described by the Hamiltonian (4.1). �
is a function of the thermodynamic variables T , V and µ, and in addition to them,
it is also a function of the coupling constant g, i.e., � ≡ �(T , V,µ; g). From the
definitions (4.2) and (4.3) it follows

∂�

∂g
= 1

g
〈HI 〉, (4.4)

where the statistical average 〈H1〉 is, of course, a non trivial function of g, i.e.,
〈HI 〉 = 〈HI 〉(g). Suppose that one has calculated 〈HI 〉(g) then he can integrate
the Eq. (4.4) to get the exact relation

� − �n =
∫ g

0

dg′

g′ 〈HI 〉(g′), (4.5)

where � ≡ �(T , V,µ; g) is the grand canonical potential as defined by (4.2) and
(4.3) and �n = �(T , V,µ; g = 0) is the grand canonical potential corresponding
to the ideal electron gas. The grand canonical potential difference (4.5) is particu-
larly convenient for two reasons. First, it expresses physical anomalies associated
with the interaction term HI above the background corresponding to properties
of the ideal electron gas. Second, it exhibits manifestly the dependence of � on a
chosen inequivalent representation of the anticommutator ring (2.1) of the electron
field operators entering the Hamiltonian H. In practical calculations one cannot
evaluate the exact average value 〈HI 〉 and must resort to a perturbation theory by
selecting an unperturbed Hamiltonian H0 which can be exactly diagonalized.

With a chosen unperturbed Hamiltonian H0 one calculates the unperturbed
grand canonical partition function (3.2) and the corresponding statistical averages
〈A〉0 of operators A defined by the relations

〈A〉0 = 1

Z0
Tr(Ae−βH0 ). (4.6)
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The average value 〈H1〉(g) entering the relations (4.4) and (4.5) can be expressed
in the form

〈HI 〉(g) = 〈HI 〉0(g) + R(g), (4.7)

where R(g) represents symbolically all contributions coming from remaining
perturbative terms.

First we choose H0 to be the electron kinetic energy operator in (4.1), i.e.,

H01 =
∑

�k,σ

ξ�ka
†
�k,σ

a�k,σ . (4.8)

In this selection, the unperturbed Hamiltonian H01 is already diagonalized and
the complete operator system is given by the electron annihilation and creation
operators a�k,σ and a

†
�k,σ

resp. in the quantum states (�k, σ ). These operators obey
the canonical anticommutator ring (2.1) with the subsidiary condition (2.2). In this
case the Hilbert space H1 is the space of a single inequivalent representation of the
anticommutator ring (2.1) with the auxiliary condition (2.2). Each basis vector ψ

is then specified by an infinite array {n�k,σ } of the occupation numbers n�k,σ = 0, 1

for each one particle state (�k, σ ), i.e.,

ψ({n�k,σ }) =
∏

�k,σ

(a†
�k,σ

)n�k,σ φ0. (4.9)

With this choice of the unperturbed Hamiltonian H01 one gets the spectrum
E�k,σ of elementary excitations

E�k,σ = ξ�k, ξ�k ∈ 〈−µ,∞) (4.10)

and the statistical average values

〈a �k′,σ ′ , a�k,σ 〉 = 〈a†
�k′,σ ′ , a

†
�k,σ

〉 = 0 (4.11)

valid in all orders of the perturbation theory. The statistical average values valid
in the first order of the perturbation theory have the following forms

〈a†
�k′,σ ′ , a�k,σ 〉01 = δ�k,�k′δσ,σ ′

eβξ�k + 1
(4.12)

〈H1〉01 = − g

V

∑

�k

�( hωD − |ξ�k|)
(eβξ�k + 1)2

= −gN (0)kBT

(
ln

[
1 + tanh β hωD

2

1 − tanh β hωD

2

]
− tanh

β hωD

2

)
, (4.13)
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where

N (0) = mkF

2π2 h2 (4.14)

is the density of electron states for one spin projection at the Fermi surface. In
evaluating 〈HI 〉01 the relations µ ≈ εF and hωD  εF have been used. From the
relation (4.13) one sees that 〈HI 〉01 does not scale with the volume V and the same
is true for all remaining terms R(g) in (4.7), as was formally proven in Bogoliubov
(1960) and demonstrated by explicit calculations in Kalinay and Noga (1998). The
result (4.13) together with (4.7) implies the relation

� − �n = 〈H1〉01 + R(g). (4.15)

The right-hand side of the last equation is not proportional to the volume V and
by this fact the density of the grand canonical potential �

V
approaches the density

�n

V
corresponding to the ideal electron gas in the thermodynamic limit V → ∞.

In other words, the interaction term HI in (4.1) has no macroscopic effects on
�(T , V,µ; g) in the thermodynamic limit V → ∞ provided that one has chosen
the unperturbed Hamiltonian H0 = H01 as given by (4.8), i.e.,

�(T , V,µ; g) = �n(T , V,µ) (4.16)

for the chosen inequivalent representation in the thermodynamic limit.
Next we choose the unperturbed Hamiltonian H02, to be the one correspond-

ing to the standard BCS theory of superconductivity, i.e. in the form

H02 = V

g
�∗� +

∑

�k,σ

ξ�ka
†
�k,σ

a�k,σ −
∑

�k
(�a

†
�k,+a

†
−�k,− + �∗a−�k−a�k,+)

�( hωD − |ξ�k|), (4.17)

where � and �∗ are the following average values

� = g

V

∑

�k
〈a−�k,−a�k,+〉02�( hωD − |ξ�k|),

(4.18)

�∗ = g

V

∑

�k
〈a†

�k+a
†
−�k,−〉02�( hωD − |ξ�k|)

called the gap functions. H02 is the Hamiltonian (4.1) in the so called mean field
approximation.

The unperturbed Hamiltonian H02 is diagonalized by means of transforma-
tions (2.8), (2.9) with the transformation parameters α�k determined by the formula

sin2 α�k = 1

2

(
1 − ξ�k√

ξ 2
�k + �2

)
�( hωD − |ξ�k|), � = �∗. (4.19)
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All the transformation parameters α�k are determined in terms of the physical
parameters entering H02 and specify the single inequivalent representation of the
anticommutator ring (2.15). Its representation space is the Hilbert space denoted
by H2. The unperturbed Hamiltonian H02 has the following diagonal form

H̃02 = V

g
�2 +

∑

�k,σ

[
E�kc

†
�k,σ

c�k,σ + 1

2
(ξ�k − E�k)�( hωD − |ξ�k|)

]
, (4.20)

where E�k is the energy spectrum of elementary excitations given by the formulae

E�k =
√

�2 + ξ 2
�k �( hωD − |ξ�k|),

(4.21)
E�k = ξ�k�(|ξ�k| − hωD); ξ�k ∈ 〈−µ,+∞〉.

The energy spectrum E�k as the function of ξ is schematically depicted on Fig. 1.
As is seen from the Fig. 1 the energy spectrum E�k has discontinuities at two

fixed points ξ = ± hωD which are specified by the material parameter ωD .
The unperturbed Hamiltonian H02 as given by (4.17) or (4.20) both deter-

mines and is determined by the average values (4.18). Thus the relation (4.18) is,
in fact, the self-consistency condition known in all text books (Fetter and Walecka,
1971) as the gap equation

� = g
�

(2π )3

∫
d3�k
2E�k

tanh
1

2
βE�k � ( hωD − |ξ�k|). (4.22)

Fig. 1. The energy spectrum E�k as function of ξ .
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The gap function � is different from zero, � �= 0, for T < Tc, where Tc is the
critical temperature given by the formula (Fetter and Walecka, 1971)

Tc = 2eγ

π
TD exp

[
− 1

gN (0)

]
.= 1.13TD exp

[
− 1

gN (0)

]
. (4.23)

Here γ = 1.781 is Euler constant and TD = hωD

kB
is the Debye temperature. The

critical temperature Tc, as seen from (4.23), is proportional to TD and is a singular
function of g at g = 0.

The solution to the gap Eq. (4.22) provides � = �(T , g) as a function of T
and g, which cannot be expressed in an analytic form, but only numerically. The
only contribution to 〈HI 〉(g) which survives the thermodynamic limit V → ∞
has the form

〈HI 〉(g) = 〈HI 〉02(g) = −V

g
�2(g) (4.24)

because all remaining terms denoted by R(g) in (4.7) become negligible in this
limit as formally proven in Bogoliubov (1960) and demonstrated by explicit cal-
culations in Kalinay and Noga (1998).

Two different results (4.13) and (4.24) for the average value of the same
physical abservable 〈HI 〉 exhibit clearly and evidently the important role of the
inequivalent representations in practical applications. Namely, 〈HI 〉 has no macro-
scopic effects if evaluated in the representation Hilbert space H1, however, 〈HI 〉
has a very relevant macroscopic contribution if evaluated in the representation
Hilbert space H2.

The result (4.24) with the relation (4.5) gives the expression for the grand
canonical potential �(T , V,µ; g) in the form

�(T , V,µ; g) = �n(T , V,µ) − V

8π
H 2

c (T ), (4.25)

where Hc(T ) is the thermodynamic critical magnetic field defined by the relation

H 2
c (T ) = 8π

∫ g

0

dg′

g
′2 �2(g′). (4.26)

The solution to the BCS Hamiltonian (4.1), as represented by the relations (4.20)–
(4.26), describes, as is well-known, the superconducting state of the system gov-
erned by the Hamiltonian (4.1). This solution will be referred as to the standard
solution of the BCS theory of superconductivity. We have discussed it briefly
in order to demonstrate the role of inequivalent representations of the canonical
anticommutator ring (2.1) or (2.15) of electron field operators on solutions which
are generally very well-known.

The main purpose of this section is to explore the physical implications of an
additional inequivalent representation of the anticommutator ring (2.15) associated
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with the Hamiltonian (4.1) of the BCS theory. Without any physical motivation
we choose the third form of the unperturbed Hamiltonian H03, as given by

H03 = g

V

∑

�k, �k′

〈a†
�k,+a

†
−�k,−〉03〈a−�k′,−a�k′,+〉03 � ( hωD − |ξ�k|) � ( hωD − |ξ�k′ |)

×� (q − |k − k′|) +
∑

�k,σ

ξ�ka
†
�k,σ

a�k,σ −
∑

�k
(��ka

†
�k,+a

†
−�k,− + �∗

�ka−�k,−a�k,+)

×� ( hωD − |ξ�k|), (4.27)

where

��k = g

V

∑

�k′

〈a−�k′,−a�k′,+〉03 � ( hωD − |ξ�k′ |) � (q − |k − k′|),
(4.28)

�∗
�k = g

V

∑

�k′

〈a†
�k′,+a−�k′,−〉03 � ( hωD − |ξ�k′ |) � (q − |k − k′|)

are gap functions which are dependent on the wave vector �k Here, q is chosen to
be the absolute value of the wave vector corresponding to the minimal energy of
an electron confined in a box with the edges L1, L2 and L3, i.e.,

h2q2

2m
= h2

2m

[(
π

L1

)2

+
(

π

L2

)2

+
(

π

L3

)2
]

. (4.29)

One may say that H03 is a kind of an interpolation between the Hamiltonians
H01 and H02. Indeed, H03 contains only those terms from H02 which partially
conserve the energy in microscopic scattering processes between electrons. This
fact is represented by the presence of the step function �(q − |k − k′|) in (4.27)
and (4.28). One may regard H03 as a mathematical toy in order to search for an
additional inequivalent representation of the anticommutator ring (2.15) within
the framework of the same Hamiltonian (4.1).

The Hamiltonian H03 is again diagonalized by the well-known Bogoliubov-
Valatin transformations (2.8), (2.9). The parameters α�k of the transformations
(2.4)–(2.9) are defined by the relation

sin α�k = − 1√
2

(
1 − ξ�k√

ξ 2
�k + |��k|2

) 1
2

� ( hωD − |ξ�k|) (4.30)

with the gap functions ��k depending on �k, which specify the chosen inequiva-
lent representation of the anticommutator ring (2.15). In this representation the
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unperturbed Hamiltonian H03 gets its diagonal form

H̃03 = g

V

∑

�k,�k′

〈a†
�k,+a

†
−�k,−〉03〈a−�k′,−a�k′,+〉03 � ( hωD − |ξ�k′ |) � ( hωD − |ξ�k′ |)

×� (q − |k − k′|) +
∑

�k,σ

[
E�kc

†
�k,σ

c�k,σ + 1

2
(ξ�k − E�k) � ( hωD − |ξ�k|)

]
,

(4.31)

where

E�k =
√

|��k|2 + ξ 2
�k � ( hωD − |ξ�k|),

(4.32)
E�k = ξ�k�(|ξ�k| − hωD); ξ�k ∈ (−µ,+∞)

is the energy spectrum of quasiparticles represented by the field, operators c�k,σ and

c
†
�k,σ

. By evaluating the statistical average value 〈a−�k,−a�k,+〉03 we get the following
relation

〈a−�k,−a�k,+〉03 = 1

2E�k
��k tanh

βE�k
2

� ( hωD − |ξ�k|). (4.33)

The last relation, when inserted into the definitions (4.28), gives us the self-
consistency condition for the gap function

��k = g

V

∑

�k′

��k′

2E�k′
tanh

βE�k′

2
� ( hωD − |ξ�k′ |) � (q − |k − k′|). (4.34)

The Eqs. (4.33) and (4.34) determining 〈a−�k,−a�k,+〉03 and the gap function ��k resp.
are, of course, closely related to those ones in the standard solution to the BCS the-
ory of the superconductivity except for the �k dependence of ��k and the presence of
the step function �(q − |k − k′|) in (4.34) by which a partial energy conservation
rule is required even for microscopic scattering processes between electrons.

5. THE SOLUTION TO THE GAP EQUATION

The solution to the gap Eq. (4.34) is analyzed similarly as in the work
(Cronström and Noga, 2001). The assumption that the gap function ��k is a function
of the magnitude k = |�k| only, simplifies the relation (4.34) substantially. We
employ the inequality q  k′ which is valid for every vector �k′ in the sum (4.34).
By this fact, we can replace the Eq. (4.34) by the relation

��k = g

2V

ν(k)

E�k
��k tanh

βE�k
2

� ( hωD − ξ�k|) (5.1)
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where

ν(k) =
∑

�k′

� (q − |k − k′|) � ( h ωD|ξ�k |). (5.2)

We emphasize that the equation (5.1) takes into account only linear terms in the
tiny quantity q. The quantity ν(k), as given by the Eq. (5.2), is, in fact, the number
of wave vectors �k′ with the lengths k′ from the interval k − q < k′ < k + q. In
order to evaluate the number ν(k) we remind ourselves that the vector �k′ have the
components given below

�k′ =
(

2π

L1
n1,

2π

L2
n2,

2π

L3
n3

)
, (5.3)

where n1, n2, n3 are integers and L1, L2, L3 are edge lengths of a box into which
the electron system is enclosed. The given magnitude k′ defines the surface of
an ellipsoid with semiaxes a1 = k′ L1

2π
, a2 = k′ L2

2π
, and a3 = k′ L2

2π
in an Euclidean

space with coordinates n1, n2 and n3, i.e.,

n2
1

a2
1

+ n2
2

a2
2

+ n2
3

a2
3

= 1. (5.4)

Thus the number of the states ν(k) is approximately equal to the volume enclosed
between two surface areas of the ellipsoids corresponding to the minimal and
maximal semiaxes a1, a2 and a3, i.e.,

ν(k) = 1

π2
qL1L2L3k

2 � ( hωD − |ξ�k|). (5.5)

We analyze the number ν(k) for two limiting cases, namely, when the ellipsoid
(5.4) degenerates either into a sphere or into a thin circular disc. The sphere
corresponds to the case when the electron system under consideration is enclosed
in a cube with the edges L1 = L2 = L3 = L, i.e., it has isotropic bulk properties.
If the ellipsoid (5.4) degenerates into a thin circular disc with L1 = L2 � L3 = d,
then the system of electrons has a form of a thin film of the given thickness d, i.e.,
it has anisotropic properties. Both of these limiting cases represent objects of the
physical interest.

We first analyze the case corresponding to the isotropic bulk material. In this
case we get

ν(k) = 2
√

3

π
k2L2 � ( hωD − |ξ�k|). (5.6)

By inserting the last result with V = L3 into the Eq. (5.1) we get the relation

��k =
√

3g

πL
��k

k2

E�k
tanh

βE�k
2

� ( hωD − |ξ�k|) (5.7)
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which in the thermodynamic limit L → ∞ has the only solution ��k = 0. Thus this
type of superconductivity cannot exist in three dimensional isotropic materials.

We next analyze the second limiting case when the system has a form of a
thin film with a given thickness d. In this case V = L2d, q=̇π

d
and the number of

the states ν(k) is given by the relation

ν(k) = k2L2

π
� ( hωD − |ξ�k|). (5.8)

By inserting the last result into equation (5.1) we get the relation

��k = g

2πd

k2

E�k
��k tanh

βE�k
2

�( hωD − |ξ�k|) (5.9)

which can have a nontrivial solution ��k �= 0 in the thermodynamic limit L → ∞.

Since the vectors �k in the relation (4.28) are restricted by the inequalities
below

εF − hωD ≤ h2k2

2m
≤ εF + hωD, hωD  εF (5.10)

we can replace the quantity k2 in (5.9) by k2
F Then from the Eq. (5.9) it follows

that the energy spectrum E�k of the quasiparticles in the superconducting state with
��k �= 0 must satisfy the following relation

1 = G
2εF

E�k
tanh

βE�k
2

� ( hωD − |ξ�k|) (5.11)

where

G = g

4π2

(
2m

h2

) 2
2 √

ε1 (5.12)

is the dimensionless effective coupling constant and

ε1 = h2

2m

π2

d2
(5.13)

is the minimal energy of an electron confined in a thin layer of the thickness d.
The Eq. (5.11) determines the quasiparticle energy spectrum E�k as a certain

function of temperature T. It can be satisfied only if the temperature T. is below
the critical temperature Tc,

Tc = GTF , (5.14)

where TF is the Fermi temperature. It is interesting to point out that the relation
(5.14) between the critical temperature Tc and the Fermi temperature TF has
accidently the same form as the one found from the analysis of experimental data
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by Uemura et al. (1989, 1991) and discussed in Pistolesi and Strinati (1994) on
a phenomenological basis. In the phenomenological formula of the form (5.14),
proposed in Uemura et al. (1989, 1991) and called as the Uemura plot in Pistolesi
and Strinati (1994), the phenomenological parameter G is the same for a unique
group of HTS. The universal correlation between Tc and TF as given by (5.14)
has been claimed (Uemura et al., 1989, 1991; Pistolesi and Strinati, 1994) to
exist in all HTS with planar structures. The coincidence between the theoretical
formula (5.14) and the phenomenological formula (Uemura et al., 1989, 1991;
Pistolesi and Strinati, 1994) seems to be promising and stimulates us for further
theoretical investigation of this type of superconductivity to be compared with the
experimental data of planar HTS.

The relation (5.14) determining the critical temperature Tc differs qualita-
tively from the relation (4.23) corresponding to the standard solution of the BCS
theory. Tc is proportional to TF in contrast to the Debye temperature TD in (4.23),
i.e., Tc does not depend on ionic mass. Thus this type of superconductivity, despite
of the fact that it is due to electron-phonon interaction, does-not exhibit the iso-
tope effect. Tc is an analytic function of g at g = 0. The proportionality coefficient
G depends on the lowest bound energy ε1 for the energy spectrum of electrons
confined in a layer of the thickness d, i.e., for the thinner layer one has the higher
critical temperature Tc. For an isotropic bulk material ε1 → 0 and in the same
way Tc → 0. This property seems to represent the reason why this type of super-
conductivity cannot exist in isotropic systems, but it can appear in systems with
electrons residing on quasi two dimensional planar structures. All these features
seem to be promising that this type of superconductivity may have some relevance
for the properties of HTS observed in experiments.

The solution to Eq. (5.11) for the energy spectrum E�k , in the range of �k for
which ��k �= 0, is a quantity ε(T ) which is independent of �k. However, it is a
function of T, i.e.,

E�k =
√

|��k|2 + ξ 2
�k = ε(T ), T ≤ Tc, |ξ�k|) ≤ ε(T ) ≤ hωD,

(5.15)
E�k = ξ�k, |ξ�k| ≥ ε(T ), ξ�k ∈ (−µ,+∞).

One cannot obtain an explicit expression for the solution ε(T ) to the Eq. (5.11)
in the form of elementary functions, but has to resort to numerical methods given
below. The energy spectrum E�k as a function of ξ is depicted on the Fig. 2.

The energy spectrum E�k as given by the formulae (5.15) differs quantitatively
from that one given by the relation (4.21) and depicted on the Fig. 1 corresponding
to the standard solution of the BCS theory. The energy spectrum (5.15) has no
discontinuities at fixed points, at |ξ | = hωD , in contrast to the standard solution
the BCS theory. It has a single discontinuity, at the point ξ = −ε, which is a
function of the temperature T.
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Fig. 2. The energy spectrum E�k of quasiparticles as a function of ξ .

The function ε(T ) determined by the transcendental equation

1 = G
2εF

ε
tanh

βε

2
(5.16)

has the following behavior for the limiting cases

ε(T ) = ε0(1 − 2e−βε0 ), T  Tc (5.17)

and

ε(T ) =
√

3 ε0

(
1 − T

Tc

) 1
2

, Tc − T  Tc, (5.18)

where

ε0 ≡ ε(T = 0) = 2GεF = 2kBTc. (5.19)

Thus the ratio ε0
kBTc

= 2 is a universal constant, independent on material parameters
of the thin layer under consideration.

For the numerical analysis of the solution ε(T ) to the Eq. (5.16) it is conve-
nient to introduce the following dimensionless variables

η(T ) = ε(T )

ε0
, τ = T

Tc

, (5.20)
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Fig. 3. The energy spectrum ε(T ) = η(τ )ε0 as a function of the reduced temperature τ .

where τ is the so called reduced temperature. In this notation the function η(T ) is
expressed in the implicit form

η = tanh
(η

τ

)
(5.21)

and its numerical representation is shown on the Fig. 3.
From the relations (4.33) and (5.15) we get the explicit expression for the

following average value

〈a−�k,−a�k,+〉03 = 1

4GεF

(
ε2 − ξ 2

�k
) 1

2 �(ε − |ξ�k|)�
(

G − 1

βεF

)
, ε < hωD,

(5.22)

which is of great importance for the calculation of thermodynamic properties of
the novel superconducting state.

6. THERMODYNAMICAL PROPERTIES OF THE
SUPERCONDUCTING STATE

All thermodynamic properties of the superconducting state are extracted from
the difference (4.5) between the grand canonical potential �(T , V,µ; g) ≡ �s

corresponding to the superconducting state for T < Tc and �(T , V,µ; g = 0) ≡
�s corresponding to the normal state. For this reason we first evaluate the average
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value 〈HI 〉(g). By using the result (5.22) we get the expression

〈HI 〉(g) = − g

V

�(G − 1
βεF

)

16G2ε2
F

∑

�k, �k′

(
ε2 − ξ 2

�k
) 1

2
(
ε2 − ξ 2

�k′
) 1

2 ×

×�(ε − |ξ�k|)�(ε − |ξ�k′ |) + R(g). (6.1)

The above sum over �k and �k′ is evaluated as an integral by the standard substitution

∑

�k,�k′

· · · → V 2

(2π )6

∫
d3�kd3�k′

and by using the constraints (5.10) we get the result

〈HI 〉(g) = − 1

(2π )2

gV

25G2εF

(
m

h2

)3

ε4(T )�

(
G − 1

βεF

)
+ R(g), (6.2)

where R(g) denotes all remaining terms in the perturbation series which are
negligible in the thermodynamic limit V → ∞ similarly as for the perturbation
series with unperturbed Hamiltonians H01 and H02.

Now, we are ready to express the difference (4.5) as the following integral

�s − �n = − Vg

25kBTc

1

(2π )2

(
m

h2

)3 ∫ G

1
βεF

dG′

G′2 ε4 , (6.3)

where G is the dimensionless coupling constant defined by Eq. (5.12). The last
integral is luckily in a particularly convenient form because the relation (5.16)
expresses G as the following function of ε,

1

G
= 2εF

ε
tanh

βε

2
. (6.4)

The direct substitution of the last relation into the integral (6.3) leads to the formula

�s − �n = V

(2π2)

gεF

16kBTc

(
m

h2

)3 ∫ ε

0
dε′ε′4 d

dε′

(
1

ε′ tanh
βε′

2

)
. (6.5)

Two per partes integrations of the last integral and the use of the reduced variables
η = ε

ε0
and τ = T

Tc
give us the result

�s − �n = − V

6(2π )2
gεF (kBTc)2

(
m

h2

)3 [
η4 − 1

2
τ 3ϕ(η)

]
, (6.6)

where ϕ(η) is a function of η defined by the integral

ϕ(η) =
∫ η

0
dx

(
ln

1 + x

1 − x

)3

. (6.7)
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By passing from the grand canonical potential �(T , V,µ) to the Helmholtz
free energy F (T , V,N) we get the difference

�s − �n = Fs − Fn = − V

8π
H 2

c (T ), (6.8)

where Hc(T ) is the thermodynamic critical magnetic field given by the formula

Hc(T ) = Hc(0)

[
η4 − 1

2
τ 3ϕ(η)

] 1
2

. (6.9)

Here, Hc(0) is the critical magnetic field at T = 0,

Hc(0) =
(

gεF

3π

) 1
2
(

m

h2

) 1
2

= 2π2

(
g

6π

) 1
2

N (0)kBTc. (6.10)

The temperature dependence of the ratio RH (τ ) = Hc(T )/Hc(0) is shown on
the Fig. 4.
The theoretical curve on the Fig. 4 is very similar to the experimental data of the up-
per critical magnetic field for HTS Bi2Sr2CaCu2O8 (Alexandrov et al., 1996). The
behavior of Hc(T ) at Tc − T  Tc and T  Tc is given by the following formulae

Hc(T ) = 3Hc(0)(1 − τ )
3
2 , Tc − T  Tc (6.11)

and

Hc(T ) = Hc(0)

(
1 − 9ζ (3)

4
τ 3

)
, T  Tc, (6.12)

where ζ (x) is the Riemann dzeta function, ζ (3) ≈ 1.202.

Fig. 4. The temperature dependence of the critical magnetic field Hc(T )
plotted as the ratio Rs (τ ) = Hc(T )/Hc(0).
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Now we compare the results (6.10)–(6.12) with the behavior of the critical
magnetic field H ′

c(T ) corresponding to the results of the standard solution of the
BCS theory (Fetter and Walecka, 1971)

H ′
c(0) = πe−γ [4πN (0)]

1
2 kBT ′

c =̇1, 76[4πN (0)]
1
2 kBT ′

c , (6.13)

H ′
c(T ) = H ′

c(0)eγ

[
8

7ζ (3)

] 1
2

(1 − τ ′) .= 1.74H ′
c(0)(1 − τ ′), T ′

c − T  T ′
c

(6.14)

and

H ′
c(T ) = H ′

c(0)

[
1 − e2γ

3
τ ′2

]
=̇H ′

c(0)[1 − 1.06τ ′2], T  T ′
c . (6.15)

From the last formulae one sees qualitative differences between the critical mag-
netic fields Hc(T ) and H ′

c(T ) corresponding to the unconventional solution and
to the standard solution resp. of the BCS theory. The curve Hc(T ) is convex for
τ ∈ (0, 1

2 ) and concave for τ ∈ ( 1
2 , 1) while H ′

c(T ) of the standard solution is a
convex curve for the full temperature interval τ ′ ∈ (0, 1).

We now calculate the specific heat anomaly from the difference (6.6) to get
the result

Cs(T ) − Cn(T )

Cn(T )
= 3

8
gN (0)

{
2

τ 2

η4(1 − η2)

η2 + τ − 1
− 1

2
τϕ(η)

}
, (6.16)

where

Cn(T ) = V
2π2

3
N (0)k2

BT (6.17)

is the specific heat of an ideal electron gas. The temperature behavior of the specific
heat anomaly (6.16) plotted as the ratio

RC(τ ) = 8

2gN (0)

Cs(T ) − Cn(T )

Cn(T )
(6.18)

is shown on the Fig. 5.
The specific heat anomaly (6.16) has the following behavior in the limits

Cs(T ) − Cn(T )

Cn(T )
= 27

8
gN (0)(1 − τ ), Tc − T  Tc (6.19)

and

Cs(T ) − Cn(T )

Cn(T )
= −27ζ (3)

16
gN (0)τ, T  Tc. (6.20)

This behavior of the specific heat anomaly is qualitatively completely different
from that corresponding to the standard solution (Fetter and Walecka, 1971) of
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Fig. 5. The specific heat anomaly corresponding to the unconventional solution of the BCS theory.

the BCS theory

C ′
s(T ) − Cn(T )

Cn(T )
= 12

7ζ (3)
+ O[(1 − τ )2]=̇1.43 + O[(1 − τ )2], Tc − T  Tc

(6.21)
and

C ′
s(T ) − Cn(T )

Cn(T )
= −1 + O(e− 1

2 ), T  Tc. (6.22)

The specific heat Cs(T ) corresponding to the unconventional superconductivity
(6.16) is a continuous function of T at T = Tc, as is seen from (6.19), however,
with a discontinuous derivative at T = Tc in a sharp contradistinction to the
standard case. Thus the unconventional solution considered here gives rise to a
superconducting phase transition of the third order. From the results (6.8)–(6.20)
it is evident that the properties of superconducting states associated with two
different inequivalent representations of the canonical anticommutator ring of the
electron field operators (2.15) are qualitatively completely different.

Despite of the fact that we did not have any ambitions to explain some
experimental data, but only to study the theoretical consequences coming from
different inequivalent representations of the canonical anticommutator ring (2.15)
within the framework of the BCS theory, we nevertheless mention a resemblance
of the theoretical results (6.16)–(6.20) to existing experimental data. The specific
heat anomaly on the Fig. 5 for τ ∈ ( 1

2 , 1) is similar to the specific heat anomalies
of cuprate HTS (Junod et al., 1994; Mirmelstein et al., 1995; Meingast et al.,
1996). The shape of the specific heat anomaly as T approaches to zero, as given
by (6.20), tells us that the specific heat Cs(T ) in this novel superconducting
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state behaves as a polynomial of T, i.e., similarly as electronic components of
ordinary metals in the normal state. This behavior is again, perhaps accidentally,
consistent with experimental data of cuprates HTS (Junod et al., 1994; Mirmelstein
et al., 1995; Meingast et al., 1996; Junod et al., 1994) and is completely different
from the behavior of LTS described by the standard solution of the BCS theory.
We also recall that the specific heat jump at Tc for the standard solution of the
BCS theory (6.21) is given by a universal number which is fairly consistent with
experimental data for LTS. However, the novel superconducting state discussed
here relates the specific heat anomaly (6.16) to the normal specific heat Cn(T ) by
a material parameter gN (0). This feature seems to be again in a correspondence
with experimental data of HTS (Junod et al., 1994). For example, the specific heat
anomaly of YBa2Cu3Ox which ranks highest among HTS, does not exceed 5%
of the normal specific heat. The situation for Bi2Sr2CaCu2Ox is about three times
worse. Thus it seems that the properties of the unconventional solution to the BCS
Hamiltonian investigated in this paper may have some relevance for understanding
of the superconductivity mechanism in HTS.

The system of electrons under consideration, however, stabilizes in a phase
corresponding to the minimal Helmholtz free energy. Thus, for completeness,
we analyze the stability of the novel superconducting phase resulting from the
unperturbed Hamiltonian H03 with respect to the standard BCS phase arising
from the unperturbed Hamiltonian H02. The Helmholtz free energy in each of the
superconducting phases is determined by the critical magnetic fields Hc(T ) and
H ′

c(T ) as given by the relation (6.8). The critical magnetic field Hc(T ) for the
novel superconducting phase is given by the relations (6.9), (6.10). The temper-
ature behavior of the critical magnetic field H ′

c(T ) corresponding to the standard
superconducting phase can be approximated with a high accuracy by the formula

H ′
c(T ) = H ′

c(0)(1 − τ ′2), (6.23)

where τ ′ = T
T ′

c
and H ′

c(0) is given by (6.13). It is convenient to introduce the
“reduced” Helmholtz free energy difference �f defined by

�f ≡ 8π (FS − FN )

V H ′2
c (0)

(6.24)

which has the following expression

�f = − H 2
c (0)

H ′2
c (0)

[
η4 − 1

2
τ 3ϕ(η)

]
(6.25)

for the novel superconducting phase and

�f ′ = −(1 − τ ′2)2 (6.26)
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for the standard BCS result. The novel superconducting phase is preferable over
the standard phase provided that the following inequality is satisfied:

�f < �f ′. (6.27)

The last inequality is always satisfied if Hc(0)
H ′

c(0) > 0 i.e., if the material parameters
ωD, εF , g and the thickness of the layers d satisfy the following condition

Tc > e−γ

√
6

gN (0)
T ′

c , (6.28)

where Tc and T ′
c should be expressed in terms of material parameters as given by

(5.12)–(5.14) and (4.23) respectively.
Since we have the same Hamiltonian responsible for both the novel super-

conducting phase and for the standard BCS solution in two inequivalent repre-
sentations of the anticommutator ring of electron field operators we may assume
that the values of the coupling constant g and the density of electron states N (0)
at the Fermi surface are the same as those experimentally found for LTS (see
e.g., Superconductivity, 1969). Therefore, the values gN (0) ∈ (0.1, 0.5) (Super-
conductivity, 1969). For the reasonably chosen values Tc = 100 K, T ′

c = 20 K
and gN (0) = 0.1 the numerical results of temperature dependence of the reduced
Helmholtz free energies �f are shown on the Fig. 6.

Fig. 6 clearly shows that the novel superconducting phase associated with
the third inequivalent representation of the anticommutator ring of electron field

Fig. 6. The comparison of Helmholtz free energies corresponding to the
standard and the novel solution to the BCS theory for Tc = 100 K, T ′

c = 20 K
and gN (0) = 0.1.
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operators of the same BCS Hamiltonian is energetically preferable with respect to
its standard superconducting phase.

7. SUMMARY

In applications of quantum field theory of many particle systems one has
intuitively believed that a given Hamiltonian H determines uniquely a single
Gibbs state of a system at given values of thermodynamic variables like tem-
perature T, volume V and the number N of particles. Such a belief would be
completely correct provided that the canonical commutation or anticommutation
relations of field operators had a unique representation. In the thermodynamic
limit V → ∞, N → ∞, N

V
→, constant, one deals, in fact, with systems having

the infinite number of degrees of freedom. In this case, as it has been pointed
out by Haag (1955), the canonical commutation or anticommutation relations of
field operators have no longer unique solutions, i.e., they have several different in-
equivalent representations. This fact has to be taken into account in all discussions
concerning the quantum field theory of many particle systems. Namely, with each
inequivalent representation of commutation or anticommutation relations one has
to associate the corresponding “matrix form” of the Hamiltonian H leading to
the corresponding grand canonical partition function Z and the grand canonical
potential � which fully specify the Gibbs state of the system. This argument indi-
cates the fact that the system can have as many Gibbs states as many inequivalent
representations of the canonical commutator or anticommutator ring exist for the
given Hamiltonian H.

To our best knowledge there is no systematic method for a classification of all
inequivalent representations of the canonical commutator or anticommutator ring
of field operators entering a given Hamiltonian H, e.g., as the method one has for
the classification of the irreducible representations of Lie algebras. The only known
way how one selects an inequivalent representation of the canonical commutator
or anticommutator ring of field operators entering a given Hamiltonian H is to
select a suitable unperturbed Hamiltonian H0 which can be exactly diagonalized.

In the present work we have explicitly constructed three inequivalent repre-
sentations of the canonical anticommutator ring of electron field operators entering
the Hamiltonian of the BCS theory of superconductivity. Each inequivalent repre-
sentation has been constructed by selecting the unperturbed Hamiltonian H01,H02

or H03 Each inequivalent representation specifies the corresponding Gibbs state
of the system. The physical system, however, stabilizes in a Gibbs state hav-
ing the minimal Helmholtz free energy at given values of the thermodynamic
variables like temperature T, volume V and the particle number N. From this
reason it is important to search for all relevant inequivalent representations of the
canonical anticommutator ring of field operators entering the Hamiltonian of the
system. The normal state and the standard superconducting state of the BCS theory
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corresponding to two inequivalent representations have been generally known long
time ago. We have constructed the third inequivalent representation which has not
been known till now. This representation can, perhaps, be relevant for describing
the superconducting properties of HTS.
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